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Adaptive Resolution Schemes

Christoph Junghans, Matej Praprotnik’, and Luigi Delle Site

Max Planck Institute for Polymer Research
Ackermannweg 10, 55128 Mainz, Germany
E-mail: dellsite@mpip-mainz.mpg.de

The Adaptive Resolution Scheme (AdResS) is a simulatiorhatgtwhich allows to perform
Molecular Dynamics (MD) simulations treating differengiens with different molecular res-
olutions. The different scales are coupled within a unifipdraach by changing the number
of degrees of freedom on the fly and preserving the free exgghahparticles between regions
of different resolution. Here we describe the basic phygicaciples of the algorithm and
illustrate some of its relevant applications.

1 Introduction

Multiscale techniques are becoming standard procedurstitty systems in condensed
matter, chemistry and material science via simulation. fakeprogress of computer tech-
nology and the concurrent development of novel powerfuusition methods has strongly
contributed to this expansion. This led to the result th#aitkel sequential studies (mod-
eling) from the electronic scale to the mesoscopic and ewatirmium are nowadays rou-
tinely performed (see elg®). However, sequential approaches still do not couple scale
in a direct way. Their central idea is to employ results frone gcale to build simplified
models in a physically consistent fashion, keeping the rieglapproximations as much as
possible under control; next, in a separate stage, a largkr is considered. A step beyond
these sequential schemes is represented by those apmodadre the scale are coupled in
a concurrent fashion within a unified computational schePmeblems as edge dislocation
in metals or crack of materials where the local chemistrgaff large scale material prop-
erties and vice versa, are typical examples where the idear@furrent scale methods has
been applied. In this case quantum based methods are a#dnféth classical atomistic
and continuum approaches within a single computationarset®’. A further example is
the Quantum Mechanics/Molecular Mechanics (QM/MM) sch&nmaainly used for soft
matter systems it is based on the idea that a fixed subsystaesésibed with a quantum
resolution while the remainder of the system is treatedastsital atomistic level. A typi-
cal example of application of the QM/MM method is the studytef solvation process of
large molecules; for this specific example the interesthmenaistry happens locally within
the region defined by few solvation shells and thus it is é@att a quantum level while
the statistical/thermodynamical effect of the fluctuatmgironment (solvent) far from the
molecules is treated in a rather efficient way at classiaadlleln the same fashion there
are several more examples (see e.g. Retd. All of these methods, although computa-
tionally robust, are characterized by a non-trivial cortaaplimitation, i.e. the region of
high resolution is fixed and thus the exchange of particlesranthe different regions is
not allowed. While this may not be a crucial point for hard tgtis certainly a strong lim-
itation for soft matter, i.e. complex fluids, since relevdensity fluctuations are arbitrarily
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suppressed. The natural step forward to overcome this gmold the design of adaptive
resolution methods which indeed allow for the exchange dfgas among regions of dif-
ferent resolution. In general, in such a scheme a molecuiléngdrom a high resolution
region to a lower one, would gradually lose some degreeseefdism (DOFs) until the
lower resolution is reached and yet the statistical equilih among the two different re-
gions is kept at any instant. Recently some schemes basdikadda, for classical MD,
have been presented in literatth@®. They are based on different conceptual approaches
regarding the way the scales are coupled and the way thetegurit of the overall system
is assured. For the quantum-classical case there arednstearal conceptual problems
to be solved before a proper scheme can be designed; thiefly loliscussed in the next
section.

2 Classical and Quantum Schemes

As stated before, many problems in condensed matter, rabseieénce and chemistry are
multiscale in nature, meaning that the interplay betweéfaréint scales plays the funda-
mental role for the understanding of relevant propertiagpsrted in the examples above.
An exhaustive description of the related physical phenamenquires in principle the si-
multaneous treatment of all the scales involved. This isshipitive task not only because
of the computational resources but above all because the &mnount of produced data
would mostly contain information not essential to the peosblanalyzed and may over-
shadow the underlying fundamental physics or chemistrh@tiystem. A solution to this
problem is that of treating in a simulation only those DOFkijalu are strictly required by
the problem. In this lecture, in particular, we will illuate the basic physical principles of
the Adaptive Resolution Scheme (AdResS) method, wherdlthéoan classical MD tech-
nigue will be combined with the coarse grained MD one (for aggal discussion about
coarse graining see the contribution of C. Peter and K. Krgna@d briefly discuss the
difference with other methods. In the AdResS method the @oation of all-atom classi-
cal MD and coarse grained MD leads to a hybrid scheme whemadtiecule can adapt its
resolution, passing from an all-atom to a coarse grainedesgmtation when going from
the high resolution region to the lower one (and vice veraa, thus changing in a con-
tinuous manner the number of DOFs on the fly. In this way thédition of the all-atom
approach in bridging the gap between a wide range of lengthiare scales is overcome
by the fact that only a limited region is treated with atomiftOFs (where high resolution
is necessary) while the remaining part of the system isetkmt the coarse grained rep-
resentation and thus loses the atomistic (chemical) dddatiretains those DOFs relevant
to the particular property under investigation. This methas one can reach much longer
length and time scales and yet retain high resolution whieietlg required. In principle
the same concept may be applied for quantum-classicaldhgbaptive schemes. Here for
guantum is meant that the nuclei are classical objects it ithiteraction is determined
by the surrounding electrons obeying the Schrodingertamualn this case, however the
level of complexity is by far much higher than the hybrid além/coarse grained case.
In fact it involves not only a change of molecular represeaabut also of the physical
principles governing the properties of the system. One efrtfajor obstacles is that of
dealing with a quantum subsystem where the number of electtbanges continuously
in time, that is the wavefunction normalization varies méi In this case one deals with
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a different Schrodinger problem at each step unless oredintes some artificial creation
and annihilation terms in the Hamiltonian in order to allowcentinuous fluctuation of the
electron number in a consistent way. Although not trivihistmay still be feasible but
the physics of the system could be dramatically modified bypifesence of such technical
artifacts. One should be also careful in not confusing a @r@gplaptive scheme, where
the DOFs (classical and quantum) change continuously oftytheith the straightforward
approach of running a QM/MM-like simulation and edch step modify the size of the
guantum region. In this case one has a brute force, by-haaptigity which does not
allow the system to properly relax both the classical anatjra DOFs. A possible solu-
tion to the problems above may be that of treating the eladir@ statistical way within
a macrocanonical ensemble where their number is allowedctufite, along the same line
of thinking of Alavi’s theory in the Free Energy MD scheffieor by mapping the quan-
tum problem of the subsystem into a classical one in a padigiat quantum mechanical
fashion (see e.g§") so that the idea of adaptivity can be applied between twiedtie)
classical descriptions. A possible further approach maylbag the lines of coupled
guantum-classical MD schemes where the classical bathida®the average environment
for a quantum evolution of a subsystem via the use of Wigrarsfiormation®. How-
ever at this stage these are only speculations and up to ngwoper quantum-classical
procedures where the adaptivity occurs in a continuum smeay have been proposed.

3 AdResS: General Idea

The driving idea of the AdResS is to develop a scheme wherinteechange between
the atomistic and coarse level of description is achievetherily by changing the molec-
ular DOFs. In order to develop this idea a test model for théemde has been built.
Fig. 1 gives a pictorial representation of the tetrahedm@keule used and its correspond-
ing spherical coarse grained representation, derived i@y that it reproduces chosen
all-atom properties. The tetrahedral molecule consistboof atoms kept together by
a spring-like potential with a Lennard-Jones intermolacylotential; specific technical
details of the model as well as of the coarse grained proedduthe spherical represen-
tation are reported in Appendix. As Fig. 1 shows, the atamimblecule when passing to
the coarse grained region, slowly loses its vibrationalratational DOFs, passing through
different stages of hybrid atomistic/coarse grained regméation and finally reducing its
representation to a sphere whose DOFs are solely the triansleones of the center of
mass with a proper excluded volume. A crucial point to keemind is that the different
resolutions do not mean that the molecules are of diffgshpsical species. The basic un-
derlying physics is in principle the same in all region angstthe process of exchange has
to happen in condition of thermodynamical and statisticaliédrium which means pres-
sure balanceP®°™ = P¢9, thermal equilibriumZ®°™ = 7°, and no net molecular flux
pAM — 58 This conditions must be preserved by the numerical schexdhais repre-
sent the conceptual basis of the metHpdext the effective dynamical coupling between
the scales must be specified; this is reported in the nexbsect

3.1 Scalecoupling

Once the effective potential is derived on the basis of tlfiereace all-atom system (see
Appendix 8) then the atomistic and the coarse grained seaéesoupled via a position
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(a) On-the-fly interchange of a molecule (b) Snapshot of the simulation box

Figure 1. (a) The on-the-fly interchange between the atomdacaarse grained levels of description. The middle
hybrid molecule is a linear combination of a fully atomistitrahedral molecule with an additional center-of-
mass particle representing the coarse grained molecyl&ngpshot of the hybrid atomistic/mesoscopic model at
p* =0.1andT™ = 1 (LJ units). The red molecules are the explicit atomistjcedisolved tetrahedral molecules,
whilleSthe blue molecules are the corresponding one-partichrse grained molecules. (Figure was taken from
Ref>?)

dependent interpolation formula on the atomistic and @grained forck 18
Fop = w(Xa)w(Xg)Fag"+ [1 — w(Xa)w(Xs)Foy 1)

wherea andg labels two distinct moleculei?,g‘gm is derived from the atomistic potential
where each atom of molecuteinteracts with each atom of molecute andFZgﬁ is ob-
tained from the effective (coarse grained) pair potentdheen the centers of masses of
the coarse grained molecules. In the region where a smauatkition from one resolution
to another takes place, a continuous monotonic "switchfmgttion w(z) is defined as
in Fig. 2 (whereX,, X3 are thez-coordinates of the centers of mass of the molecules
a andp). A simple way to think about the functian(z) is the following: w(x) is equal

to one in the atomistic region and thus the switchable DOE$udly counted, whilew(x)

is zero in the coarse grained region and thus the switchaBlEsDare turned off, while
in between takes values between zero and one and thus psdem@inuous) hybrid rep-
resentations of such DOFs (i.e. they count only in part). énegal, Eq. 1, allows for
a smooth transition from atomistic to coarse grained ttajges without perturbing the
evolution of the system in a significant way. More specificéile formula of Eqg. 1 works
in such a way that when a molecule passes from the atomistleetcoarse grained re-
gion, the molecular vibrations and rotations become Idssaat until they vanish so that
w(z) smoothly freezes the dynamical evolution of these DOFs and their contritsi

to the interaction with the other molecules. Vice versa, mvtiee molecules goes from the
coarse grained region to the atomistic omér) smoothly reactivatedtheir dynamics and
their contributions to the intermolecular interactionsthe case of tetrahedral molecules,
being characterized by pair interactions, we have thathallmolecules interacting with
coarse grained molecules interact as coarse grained nieddéndependently of the region
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Figure 2. The weighting function(x) € [0, 1]. The valuesv = 1 andw = 0 correspond to the atomistic and
coarse grained regions of the hybrid atomistic/mesosceystem with the box length, respectively, while the
valuesO0 < w < 1 correspond to the interface layer. The vertical lines dertlo¢ boundaries of the interface
layers. (Figure was taken from RE%)

where they are (the coarse grained molecule does not havatamystic detail, thus the
other molecule can interact with this molecule only via thater of mass), two atomistic
interact as atomistic, while for the other couplings, theeriactions are governed by the
w(X,)w(Xg) combination. A very important point of Eq. 1 is that, by canstion, the
Newton’s Third Law is preserved. The diffusion of molecutegween regions with dif-
ferent resolution must not be perturbed by the resoluti@amgl. Thus the conservation of
the linear momentum dictated by the Newton’s Third Law ic@Lin adaptive resolution
MD simulations.

3.2 Thermodynamical equilibrium

Eq. 1 cannot be derived from a potential and thus a schemel loasi¢, would not have
an energy to conserve. The natural subsequent questionmisohithen control the ther-
modynamic equilibrium. The conceptual problem for an agtapicheme is that the free
energy density is formally not uniform since the number of/i3@aries in space, however
being the system uniform by construction (and beinguhderlying physical nature of
the molecules the same everywhere), this would be only #acrof the formalism used.
This non uniformity leads to a non-physical preferentiaddiion of the molecular flux. In
fact, as numerical tests show, there is a preferential teydef the atomistic molecules
to migrate into the coarse grained region and change résolut order to lower the free
energy of the system (the free energy is an extensive quatftétt is proportional to the
number of DOFs). A simple qualitative way to picture thisdbelike aspect is the follow-
ing: when a molecule goes from an atomistic to a coarse graegion it loses vibrational
and rotational DOFs and thus in its interactions with theghkoring (coarse grained)
molecules it must accommodate only its excluded volume finel space). This becomes
more complicated if a coarse grained molecules moves intat@amistic region, in this
case the molecule acquires rotational and vibrational D&bfestries to enter into a region
where other molecules are already locally in equilibriurhisTmeans that in order to en-
ter this region, the molecules should accommodate bothioatd and vibrational DOFs
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according to the neighboring environment. Most likely thelecule would enter with vi-
brational and rotational motions which does not fit the lealironment and this would
lead to a perturbation of the local equilibrium. This medawet for such a molecule the
way back to the coarse grained region is more convenient, and thsifrd@ energy barrier
works as a closed door (probabilistically) for the coarsargd molecules and opened
door for the atomistic ones so that a preferential moledllarfrom the atomistic to the
coarse grained region is produced. In thermodynamic tegiman artifact of the method,
the different regions are characterized by a different dhahpotential, however, since
this aspect does not stem from the physics of the system bytflmm the formalism,
we have to amend for this thermodynamical unbalance. Thanm#hat the use of Eq. 1
alone cannot assure thermodynamical equilibrium and éafttrmal relations, linking the
variables of the problem, should be determined in order tainkequilibrium. This can be
obtained, as shown in the next sections, by analyzing thaimgaf the process of varying
resolution in statistical and thermodynamical terms.

4 Theoretical Principles of Thermodynamical Equilibrium in
AdResS

In this section we analyze the idea of describing thermonyoal equilibrium for a system
where, formally, the number of DOFs is space dependent arttigenolecular properties
are uniform in space.

4.1 Theprinciple of geometrically induced phase transition

The space dependent change of resolution can be seen, tedmeeaimilarities to a physi-
cal phase transition, as a fictitious geometrically indyateake transition. In simple words,
the concept of latent heat is similar to that of a moleculeciwhfor example, goes from
the liquid to the gas phase and in doing so needs a certaigye(iatent heat) to activate
those vibrational states that makes the molecules free tinertight bonding of the liquid
state. In the same way, a molecule in the adaptive schempahses from a coarse grained
to an atomistic resolution, needs a latent heat to formatljattivate the vibrational and
rotational DOFs and to reach equilibrium with the atomisticrounding. Vice versa the
heat is released when the molecule goes from gas to liquicaride bond to the other
molecules becomes tighter, in the same way in the adapthense, the molecule passing
from atomistic to coarse grained, formally releases DOfstians automatically the asso-
ciated heat. This concept can be formalized 8™ = 1.9+ ¢, whereu® is the chemical
potential calculated with the coarse grained represemtat?'©™ that of the atomistic one,
and¢ is the latent hedt *”. Possible procedures for a formal derivation of an anatytic
numerical form ok and how to use it in the AdResS scheme is still a matter of dison
and subject of work in progress and will be briefly discusseerion. For the time being,
a simpler and practical solution is used, that is the systeooupled to a thermostat (see
Appendix 8) which automatically, as a function of the pasitin space, provides (or re-
moves) the required latent heat assuring stability to tgerghm and equilibrium to the
system. The coupling of the system to a thermostat lead<setodtural question of how
to define the temperature in the region of transition wheeenibimber of DOFs is space
dependent.
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4.2 Temperaturein thetransition region

In the atomistic and coarse grained region the temperaturde defined without a prob-
lem employing the equipartition theoreriatomed — 9 K2 | \where< Katomed g
the average kinetic energy of the atomistic/coarse graiegin and»?°™is the total
average number of DOFs. In the atomistic/coarse graingdmeguch a quantity is a well
defined number, however it is not so in the transition regibenen!"s = n(z). The ques-
tion arising is how to defin@'@"Sand above all what K'@"S > means. To address this
guestion we make the following observations: the switclpiragedure implies that a DOF,
in calculating average statistical quantitiéslly counts in the atomistic region, which
formally means that an integral over its related phase sisguerformed ( ....dg; ¢ being

a generic switchable DOF). On the other hand in the coarseagtaegiong is not relevant
to the properties of the system and thuddes not count at all, that is no integration over
its related phase space is required. In the transition netie situation is something in
between and thus by switching on/off the D@We effectively change the dimensionality
(between zero and one) of its related phase space, thattis @drinain of integration. In
simple wordsg in the transition region contributes to statistical aveiagith a weight.
The mathematical tool which allows to formalize this idepiisvided by the technique of
the fractional calculus, where for a fixed resolutiorthe infinitesimal volume element is
defined a&:

dV,, = d“q L (w/2)/20"/?F (w) = |g|*~"dg/T'(w) = dg* /wT (w) (2)

with T'(w) the well-knownI" function. Employing such a formalism to calculate the aver-
age energy for quadratic DOFs one obtains:

fooo eiﬁqzqwﬂdq

< K, >p= =5 3 . 3
q fo e,ﬁq q“’fldq ( )

The solution of Eq. 3 is found to 6%
<Ky >p= %ﬁ‘l. 4)

This is nothing else than the analog of the equipartitiorotlm for non integer DOFs.
Here< K, >, is the average kinetic energy of the switchable Dgfér the fixed res-
olution w. One can then think to use as a continuous parameter and thus obtaining the
definition of kinetic energy for the switchable DOFs in tharsition region. A further
point needs to be explained, that is, we have implicitly uséthmiltonian to perform the
ensemble average and this would contradict the statemeheqgfrevious section about
the non existence of an energy within the coupling scheme. ugeclarify this aspect we
have to say that the coupling formula on the forces is nottireelated to the derivation
of the statistical average performed here. Here we havepirgted the process of chang-
ing resolution as the process of partially counting a DORdloution into the statistical
determination of an observable, under the hypothesis figatihderlying Hamiltonian is
the same all over the system. This is justified by the fact tiatunderlying physics is
in principle the same all over the system but the formal regmeation and thus the anal-
ysis of the DOFs of interest and their contributions difféFkis in practical terms means
that the derivation of the temperature and the principlecfpting of forces via spatial
interpolation are two aspects of the same process but ometfmmally derive both from
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a single general principle so that the connection betweem ttat this stage, must be in-
tended as only qualitative. However, we will use the nunaticol of simulation where
both Eqg. 1 and Eg. 4 are employed in connection to each othamotee that they are nu-
merically consistent. At this point the obvious questioises about why to choose the
approach based on the interpolation of the forces and ndidose the more natural one
based on the smooth interpolation of the potential. Thidblgm is treated in the next
section.

5 Coupling the Different Regimes via a Potential Approach

The coupling scheme analog of Eq. 1 using potentials insté&atces would be:
Uap = w(wa)w(z)Uag™ + [1 — w(wa)w(zs)Ugp. (5)

This approach leads to a series of problem whose solutioot isinial. In particular if one
derives the forces from Eq. 5 obtains an extra term, whick er will namedrift force,
of the following form:
drift __ atomaw cg ow
PO = geom=— 4 U9 (6)

There are two options at this point, one accepts this force @sult of a definition of
a new force field in Eq. 5, or one tries to remove it by a specfficice of w(z) or by
modifying U, in Eq. 5. In the first case one has to be aware that, becausetivative
of w(x) enters into the equations of motion, the evolution of theesysbecomes highly
sensitive to the choice of the form ef(x). This means that different functiongx) may
lead to complete different results, and being the choice(of) made on empirical basis,
the dynamic becomes arbitrary and thus, most likely, unighys The limitation above
applies in principle to the approach proposed by Heyden andldr®, where the scales
are coupled by an interpolation of Lagrangians via a spaperntent function. Moreover,
the force obtained from Eq. 5 does not preserve the third dieataw’> 26,

Instead if one tries to follow the second possibility, tr&témovingF 4,.;¢., one en-
counters heavy mathematical difficulié€®since the conditiod;,.; s = 0 leads to a sys-
tem of partial differential equations of first order:

8f(;(aa;(5) ag(‘f(xa‘(ﬁ)
lng 27 U — ' 7
0X, atom 0X, 0
af(;(a 4(ﬁ) ag(‘(a ;(ﬁ)
U9 YAy o YT P . 7
8X[3 atom an 0 (7)

Here f(x) andg(x) are the most general switching functions one can think of t@®sys-
tem of Eqs. 7 each equation is characterized by two boundsrgitions, thus the system
is overdetermined and thus in general a soluti@oes not exist. This is valid also if one
tries to generalize Eq. 5 as:

Ucoupling: f(XmXﬁ)UCg 4 g(Xa, XB)Uatom+ d. (8)

The extra potentiab does not improve the situation because in this case the etezrdi-
nation is shifted fromf andg to ®. These sort of problems, in principle, occur for the
conserving energy method proposed by Ensingl!8, where the difference between the
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Figure 3. (a) Center-of-mass radial distribution funcsidor all molecules in the box of the all-atom ex and
hybrid atomistic/mesoscopic ex-cg systemg’at= 0.1 and7* = 1. Shown are also the corresponding center-
of-mass radial distribution functions for only the exglianolecules from the explicit region ex-cg/ex and for
only the coarse grained molecules from the coarse grairgdirex-cg/cg . The width of the interface layer is
2d* = 2.5. (b) The corresponding average numbers of neighber&*) of a given molecule as functions of
distance. The different curves are almost indistinguikhaffFigure was taken from RéFf)

true (full atomistic) energy of the system and the one of thlerid scheme is provided
during the adaptive run via a book keeping approach whilddhzes are calculated with
a scheme similar to that of AdResS. The problem of the overdenation reported above
in this case would mean that the conserved energy is notstensiwith the dynamics of
the system. In comparison, the AdResS method has the lioritaf not even attempting
to define an energy but on the other hand the overall schembustenough to keep the
dynamics and the essential thermodynamics under conttobuti the problem of energy
conservation. The next step consists of using the infoonaained so far and apply the
principles of the previous section in a numerical experiterprove the validity of the
scheme.

6 Doesthe Method Work?

In order to prove that such a computational approach withtteeretical framework pre-
sented so far is robust enough to perform simulations of atedrand physical systems we
have carried on studies for the liquid system of tetrahed@décules where the results of
the AdResS approach are compared with the results obtaiilbdulN atomistic simula-
tions. First we have shown that global and local structurebmareproduced. This means,
we have determined the center of mass-center of mass raslid@lbdtion function for the
whole system (global), and for only the atomistic part anty dar the coarse grained
part (local) and compared it with the results obtained inlbafiomistic simulation. This
comparison for a medium dense liquid are reported in Fidi&agreementis clearly satis-
factory since the various plots are all on top of each othewéver the radial distribution
function is based on an average over the space, this medrsativaot describe possible
local and instantaneous fluctuations due to some possitilacaof the method. These
latter may not be negligible but, by compensating each pthey would not appear in the
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Figure 4. Time evolution of number of molecules in explicié, coarse graineacy , and interface regionsin
in the hybrid atomistic/mesoscopic model with the 2.5 ifatez layer width. The time evolution of the nhumber
of degrees of freedom in the systergor is depicted in the inset. (Figure was taken from k.
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Figure 5. Time evolution of diffusion profiles for the moléesi that are initially, at time* = 0, localized at
two neighboring slabs of the mid-interface layer witi* = 2.5 (n is the number of these molecules with the
center-of-mass position at a given coordinatg. The width of the two slabs is* /10. The vertical lines denote
the boundaries of the interface layer. (a) The diffusiorfifgoaveraged over 500 different time origins¢at= 0,

t* = 10, andt* = 50 for the molecules that are initially localized at the slabtloa coarse grained side of the
interface region. (b) The same as in (a) but for the moledhlgsare initially localized at the slab on the atomistic
side of the interface region. (Figure was taken from Rf.

plot of Fig. 3. In this sense the study above is not sufficierinfer about the validity of
the method. Therefore, we also studied the evolution of thelrer of DOFs as a function
of time. This should make us aware of possible non-negkgdlificial fluctuations of the
system. Fig. 4 shows that the number of DOFs is conservedyatirap during the run
and thus there is no net flux through the border of the two regiégain, this study is not
sufficient to prove the validity of the scheme, because atit should prove that indeed
there is a true exchange of particles from one region to @nothn fact it may happen
that the equilibrium among the different regions is due tefeection mechanism without
exchange of particles between them. Fig. 5 shows that indsadhple of molecules from
the atomistic region diffuses into the coarse grained omkvére versa a sample from the
coarse grained region diffuse into the atomistic one. Ibiwéver only a coincidence that
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Figure 6. A schematic plot of a solvated generic bead-sgotgmer. The solvent is modeled on different levels
of detail: solvent molecules within a certain radius frora golymer’s center of mass are represented with a high
atomistic resolution while a lower mesoscopic resolutmnsed for the more distant solvent. The high resolution
sphere moves with the polymer’s center of mass. The polyraadd are represented smaller than the solvent
molecules for presentation convenience; for details see (feigure was taken from Ré&f)

this happens in a symmetric way, because the system in quésis basically the same
diffusion constant in the atomistic and coarse grainedasgntation. In general the profile
is not symmetric. To remove this unphysical effect the systecoupled with a position
dependent thermostat to match the diffusion constantseddittimistic and coarse grained
molecules (see Appendix 8). The data reported in the platseaére for a medium dense
liquid!®, but the same satisfactory agreement was found for highitgidiasiid 6.

7 Further Applications

7.1 Solvation of a simple polymer in the tetrahedral liquid

An extension of the approach above to a solvation of an ideatiland spring polymer
in tetrahedral liquid was then performed in Réf.Here the solvation shell is defined as
the atomistic region, and outside the solvent is repredenith its coarse grained spheres.
The solvation shell, centered at the center of mass of thenmlis always large enough
that the polymer is contained in it. This region can diffuseuad with the polymer and
all the molecules entering the solvation area become aticnaisd those leaving the re-
gion become coarse grained. As for the cubic box before, dmtwhe atomistic and the
coarse grained regions there is a transition region (seeékigwo examples of compari-
son with a full atomistic simulation are reported, thesetleecalculation of the static form
factor (left panel Fig. 7) and the shape of the solvationaegis a function of the distance
from the center (of the region) in terms of particle densitght panel Fig. 7). These two
plots show very good agreement with the full atomistic simioh and thus prove that the
method is indeed robust for such a kind of system.

7.2 Liquid water

The first application to a real chemical and physical systethat to liquid water. Several
new technical issues arise, the most relevant of which &eithsence of the charges and
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cases studied: the fully explicit, the AdResS scheme withwithout the interface pressure correction. (b) The
correlation hole for the same systems as in (a) . (Figure akastfrom Ref?)

the different diffusion coefficients in the atomistic andicge grained representations (see
Fig. 8% 2° These technical problems have been solved and the appueadhs reported

in the appendix, here we report only the results showingtioleted the adaptive simulation
can reproduce in a satisfactory way the results of the falngdgtic ones. This is shown in
the right panel of Fig. 8(b), where several radial distiilbufunctions calculated in the full
atomistic simulation and in the adaptive case (for the adtimiegion) are plotted . More-
over, not shown here, results of the study show that the mystenains indeed uniform.
Several other properties were calculated showing the tobss of such an approach for
liquid water and they are reported in Ré#s?°.

7.3 Triple-scale smulation of molecular liquids

Recently we succeeded in developing a triple scale approaehe the atomistic is in-
terfaced with the coarse grained description and the latitér the continuurd® 3L This
multiscale approach was derived by combining two dualesselhemes: our particle-based
AdResS, which links the atomic and mesoscopic scales wathiolecular dynamics (MD)
simulation framework, and a hybrid flux-exchange basediconm-MD scheme (Hy-
bridMD) developed by Delgado-Buscalioet al3?32 The resulting triple-scale model
consists of a particle-based micro-mesoscale MD regiotictwis divided into a central
atomistic and a surrounding mesoscopic domain, and a nmaxp@sregion modeled on
the hydrodynamic continuum level as schematically preskim Fig. 9 for the example of
the tetrahedral liquid. The central idea of the triple-eaakthod is to gradually increase
the resolution as one approaches to the atomistic regioichvidithe “region of interest”.
The continuum and MD region exchange information via mask mpmentum fluxes,
which are conserved across the interface between contimmanMD regions (for details
see Ref$?33. The combined approach successfully solves the probldargé molecule
insertion in the hybrid particle-continuum simulationswdlecular liquids and at the same
time extends the applicability of the particle-based aigapesolution schemes to simulate
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Figure 8. (a) On-the-fly interchange between the all-atoh @arse grained water models. Top: the explicit
all-atom water molecule is represented at the right, anddhese grained molecule at the left. The middle hybrid
molecule interpolates between the two (see text). Bottosthamatic representation of the full system, where
a hybrid region connects the explicit and coarse grainezldexf description. All the results presented in the paper
were obtained by performing N V T simulations using ESPRé$&ith a Langevin thermostat, with a friction
constant = 5ps~! and a time step df.002ps atT;et = 300K andp = 0.96g/cm~3 (the density was obtained
from an NPT simulation withP¢s = 1bar). Periodic boundary conditions were applied in allctions. The box
size is 94.5 in the x direction and 22 in the y and z directions. The width of the interface Iayet&sg/f\ in

the x direction. (b)The center-of-mass, OH and HH RDFs ferdhplicit region in the hybrid system dots, and
bulk line systems. (Figures were taken from Refand®)

open systems in the grand-canonical ensemble includingpdydamic coupling with the
outer flow.

8 Work in Progress. Towards an Internally Consistent Theoretical
Framewor k

The AdResS method has been shown to be numerically rathestdibwever further de-
velopments of the theoretical framework, on which the metiscdbased, would be highly
desirable in order to improve the structure and the flexjbdf the algorithm. One rele-
vant point regards the concept of latent heat introducedhéaheoretical analysis about
the meaning of changing resolution in thermodynamical gerirhis has been so far im-
plemented numerically by using a thermostat; such an apprieanumerically very con-
venient to stabilize the algorithm and drive the system tdgldaium but at the same time
does not permit the detailed control of the physical prooessirring while the change of
resolution happens. To this aim we are making an effort tmédize the concept of latent
heat on the basis of a physical ground by employing first las of thermodynamics
or statistical mechanics. In this way an explicit analyticsemi-analytic description of
the latent heat, would allow to avoid the use of a stochas&mhostat and automatically
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Figure 9. The triple-scale model of the tetrahedral liquithe molecular particle-based region is embedded
in the hydrodynamics continuum described by Navier-Staeusations (solved by the finite volume method).

The molecular region is divided into the central explicoratstic region with all-atom molecules (red tetrahe-

dral molecules) sandwiched in between two coarse grainethis with the molecules represented on a more
coarse grained level of detail (one particle blue moleguig&gure was taken from Réf)

provide thermodynamic equilibrium. With that the dynamdesl the essential thermody-
namics can be taken explicitely under control and providaliggium despite the fact that

still we do not define an energy as in standard simulationreelse For this purpose we
reformulate the problem of the latent heat in terms of antafdil thermodynamic force.

Such a thermodynamic force is represented by the gradiemsoélar field whose task is
that of assuring the balance of the chemical potential imegjions. Such a field can be
derived by calculating numerically the chemical potertiathe free energy density in the
various region of different resolution. Numerical as wellanalytic work on this subject
is in progress.

Appendix A: Tetrahedral Fluid

In the atomistic representation every molecule of this midiel consist of 4 atom. All of
these have the same masg and interact via purely repulsive Lennard-Jones potential

12 6
()" - () ] 52
US(raigs) = 6[ Taif] Faips ) T FTeiss S 20 9)
0 P Taigy > 21/64

wherer,;g; is the distance between tlih atom in theanth molecule and thgth atom in
the gth molecule, note that we also consider the Lennard-Jonesattions between the
atoms of the same molecule. Additionally the atoms in onesmde are bonded by FENE
potential

S 2
—%I{?R% In |:1 — (%UJ) :| *Taiag < RO , (10)

) P Taiag > Ry

UENE(Taiag) =

with a divergence lengtR, = 1.50 and stiffness = 30¢/02.
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Appendix B: Mapping Scheme/Coar se Grained Potentials

In coarse grained representation we replace a molecule bgdlbcated at the position of
the center of mass of the atomistic molecule. The interaditween the coarse grained
beads is determined by the iterative Boltzmann invefSiand it is such that the radial
distribution function (RDF) of the coarse grained systers tite RDF of the atomistic
system. In summary this procedure works as follows (for aitéet presentation see the
lecture of C. Peter and K. Kremer). After starting with atialiguess of the pair interaction
Vo(r), the interaction of théi + 1)th step is given by:

gi(r)
Vigr1(r) = Vi(r) + keT'In [gtarget(r)] , (11)
whereg'@9{r) is the RDF we want to fit, usually given by atomistic simulatandg; ()
is the RDF of theith step. Commonly the potential of mean force is used as aalini
guess:

Vo(r) = —kgT In ¢g""9¢{r) (12)

Appendix C: Interface Correction

In the switching region the density profile is not uniformstiead it is characterized by
some evident fluctuations. Such fluctuations are due to ttietat for hybrid interactions
the corresponding effective potential is not the same adutheoarse grained one for
matching the structure and the pressure of the atomistiersyTechnically this means that
we need to derive first an effective potential between hytmiatecules with a fixed weight,
which reproduces the RDF and the pressure of the atomiséi¢c amd then, in order to
suppress the density fluctuations, use it for an interfacection. Here we report the case
w = 0.5, however the extension to other weights (and other poistslyaightforward. The
newly derived effective potential withh = 0.5, V05 R, ) is determined via the iterative
Boltzmann procedure (as before, see Appendix 8). Then,eplaaes the forces between
the coarse grained beads'ty

Fiy = s[w(Ra)w(Re)F(Rag) + (1 = slw(Ra)w(Ra))F**(Rap) . (13)
whereF'©%5( R, ) is the force coming from the potenti&l®®S( R, ) and

slz] = 4(v/x — 0.5)?, (14)

is a functions € [0, 1], which is zero for both weights being 0.5[(0.5)?] = 0) and one
for the product of the two weights being 0 or 1 (s[0]=s[1]=Bjs means that one has the
"exact” force when both molecules haxve= 0.5. For other weights the force is smoothly
interpolated between the corrected and the standard cgeaseed force, and thus one
obtains an improvement at the interface. In principle if oepeated this procedure for
each combinations af (R, )w(Rg), in the switching region one would have always the
exact force. We have noticed that numerically is enough & laacorrection for the worst
case (v = 0.5).
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Appendix D: Charged Molecules

Electrostatic interactions are long-ranged and must baulzied over several periodical
images of the simulation box. This leads to some problem&énadaptive resolution

method because, on one hand, molecules become unchardesdrindarse grained rep-
resentation and on the other hand the long-ranged charafctdectrostatic interactions

leads to self interaction of all periodical images, for exdarthe interaction of the explicit

regions of two image boxes. Additionally, standard appheadike particle mesh Ewald

or P3M will always lead to an all-with-all interaction of tmeolecules, due the involved
Fourier transformation, and thus making the switching efdiegrees of freedom not pos-
sible.

Luckily, in the case of dense and homogeneous fluids (likeryane can use the reac-
tion field approactf. The latter assumes that outside a sphere with ragigthe charges
are distributed homogeneously, and thus it makes it passibteplace the interactions
outside the sphere with that of a continuum with a dieleatdostantes. This scheme
has been frequently used for liquid watgrand, in this case, it allows to treat charged
molecules in the adaptive resolution method, where onesaett pair interactions:

9q; |1 _ Br? 2-B| .
U(r) = { e {? TaT T m TS (15)
0 >
with B =2(1 — €1 — et)/(e1 + 2¢1). Theey is the dielectric constant outside the cut-
off. r., which can be estimated from a particle mesh Ewald cal@rair determined in
a recursive manner.

Appendix E: Thermostat

In general a thermostat is always needed to perform a NVT lation. Specifically, in
the case of the adaptive resolution scheme the thermostéddsneeded to compensate
for the switch of the interaction between the molecules;esihensures that the atoms of
a molecule have the correct velocity distribution when entgthe switching region from
the coarse grained side. We use the Langevin idea or stachgstimics® to ensure the
correct ensemble by adding a random and a damping force

pi = —ViU +F? + FR} (16)
The damping force is Stokes-like force
F? = —(i/m; ps (17)
To compensate for this friction one adds a random force
FR=om;(t), (18)

wheren; is a noise with zero mean<(n;(t) >= 0) and certain correlation properties
(< m(t)n; (') >=8;;0(t —t'). And (;, o, are the friction and the noise strength. The
corresponding Fokker-Planck operafoior the stochastic part of the Langevin equation
(Eq. 16) is given by:

Lsp = . |:Ci_ +o; —} , (19)
7 OPy i i
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where the sum goes over all particles. By assuming that tbditegum distribution is
a Boltzmann distribution, one has:

ESDGXP(*H/kBT) =0 (20)
and from that one obtains:
o? =kgT¢; , (21)

which is also known as the Fluctuation-Dissipation theofEBIT)*°. At this point we are
left with one free parameter to choose, namely the frictimangth(;. The drawback
of this thermostat is its lack of Galilei invariance and thisg dependence of the dy-
namics from the friction strength. Therefore, it is in ma@ges more appropriate to use
the Galilei invariant and hydrodynamics conserving DPDriiestat®, which leaves the
dynamic nearly unchanged for wide rangeof

Applying the thermostat in AdResS

To obtain the FDT from Eq. 20 a Hamiltonian is needed and, ssudsed above, in the
AdResS method it is not possible to define a Hamiltonian. Fisrreason one has to cou-
ple the thermostats acting on the explicit and coarse gilaimdecules. One could make,
for example, a linear combination of the thermostat foressr{ Eq. 1 for the deterministic
forces). However, this would violate the FDT because thie &ft“random force squared
to damping force” would not be conserved (see Eq. 21). Cara#ty, the temperature
would not be correctly defined. Another possibility is to Bpihe linear scaling to the
friction coefficient of the damping force (from the atomistiiction coefficient at the all-
atom/transition regime interface to the coarse grainedabtiee transition/coarse grained
boundary) and adjust the noise strengtto satisfy the FD#% 30 (see also the next sec-
tion). The thermostat is then applied to the explicit pégtidn the atomistic and transition
regions and to the center of mass interaction sites in theseagrained regime. In ad-
dition, the explicit atoms of a given molecule, which enttrs transition regime from
the coarse grained side, are also assigned rotationafidhal velocities corresponding to
atoms of a random molecule from the atomistic region (whesesubtract the total lin-
ear momentum of the latter molecule). By doing this we enshaethe kinetic energy is
distributed among all DOFs according to the equipartitigorem. For practical reasons,
the thermostat can act always on the underlying explicittithe of the molecules even if
they are in the coarse grained region (keeping a doubleutsof:>. The explicit forces
are then added up to determine the force acting on the ceinteass of the coarse grained
molecules. In this way the coarse grained particles havedirect velocity distribution.

Diffusive processes

The application of the AdResS method as reported in the pue\sections may lead to the
fact that one has different diffusion constants in the astimand in the coarse grained re-
gion. This will lead to an asymmetric diffusion profile for taoules whose coarse grained
representation is much simplified with respect to the atbocnse (for example for water).
However, while a faster dynamics of the coarse grained rotdsanay even be an advan-
tage for sampling purposes, for dynamical analysis thiotsdeal. A way to circumvent

375



T T T T !

15 {

10 {

I(ps~)

10‘:::}:::}:::}:::}:::E
a}i §§§0§§°§§Q§u§ 7
L O§ 4

a

)

[e
T

S

-9 m?

IS

- o 4
b esetssogoggetfle t 4

D(10

a8 .

ol v vt v v v e
0 0.2 0.4 0.6 0.8 1

Figure 10. Top figure: The upper curve indicates the depearydehthe friction coefficient as a function of the
particle identityw when a position-dependent thermostat is used. The strgaytr) curve shows the constant
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indicate the diffusion of the molecules when the regularrttestat is used. The dots of the lower part indicate
the diffusion of the molecules when the position-dependesimostat is used. (Figure was taken from Ff.

this problem is that of slowing down the dynamics of the fastearse grained molecules.
The Langevin thermostat (see above) allows for the chargittge dynamics (and the dif-
fusion constant) by modifying the strength of the frictiarAs the Langevin thermostat is
a local thermostat one can easily make the friction spacerdigmt (or weight dependent).
In this case one has to simply tug@v) in a way that the diffusion constant is the same all
over the system. This has been done for the tetrahedral Ha&lKig. 10).

Recently! the DPD thermostat has been extended to change the dynantiessys-
tem; the basic idea is to add an additional friction (and &)dis the transversal degrees of
freedom, which allows to conserve hydrodynamics keepingebavariance.
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