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ABSTRACT: We present adaptive resolution molecular
dynamics simulations of aqueous and apolar solvents using
coarse-grained molecular models that are compatible with the
MARTINI force field. As representatives of both classes of
solvents we have chosen liquid water and butane, respectively,
at ambient temperature. The solvent molecules change their
resolution back and forth between the atomistic and coarse-
grained representations according to their positions in the
system. The difficulties that arise from coupling to a coarse-
grained model with a multimolecule mapping, for example, 4-to-1 mapping in the case of the Simple Point Charge (SPC) and
MARTINI water models, could be successfully circumvented by using bundled water models. We demonstrate that the presented
multiscale approach faithfully reproduces the structural and dynamical properties computed by reference fully atomistic
molecular dynamics simulations. Our approach is general and can be used with any atomistic force field to be linked with the
MARTINI force field.

1. INTRODUCTION

Biomolecular systems are very challenging systems for
computer simulation due to their complexity and related
number of degrees of freedom. Despite the increasing
computer power there are still many problems that are beyond
the capabilities of current and near future computers. Coarse-
graining techniques, where one reduces the number of degrees
of freedom and retains only the relevant ones for the problem
considered, have become increasingly important to bridge the
vast span of spatial and temporal scales in these systems.1−3 A
popular biomolecular coarse-grained (CG) force field is
MARTINI,4,5 which has been parametrized in a systematic
way, based on the reproduction of partitioning free energies
between polar and apolar phases of a large number of chemical
compounds. The MARTINI force field uses a 4-to-1 mapping,
that is, on average four heavy atoms are represented by a single
interaction center. In this way, the number of particles and
corresponding degrees of freedom is considerably reduced,
while still retaining chemical specificity. This approach allows
for a wide range of applications, for example, lipid self-assembly,
peptide membrane binding, protein−protein recognition, etc.6

However, often we need a high resolution in a certain
subdomain of the total system and multiscale modeling
approaches are the most efficient way to tackle these
situations.7−11 In multiscale methods different domains of the
systems are modeled using different levels of detail where
molecules can either stay fixed in separate resolution
domains12−20 or freely move between them.8,21−25 One of
the most advanced methods from the latter class of approaches

is the Adaptive Resolution Scheme (AdResS),8,26−31 which
allows for concurrent coupling from quantum all the way to
continuum length scales of soft matter systems. Thus far, one of
the limitations of this multiscale scheme has been that it could
only be applied using 1-to-1 molecular CG mapping schemes;
that is, one fine-grained molecule is mapped to one CG
molecule.8 When several small molecules, such as water
molecules, are mapped to one and the same CG bead problems
arise because the correspondence of the coordinates between
fine- and coarse-grained representations becomes meaningless
when the fine-grained molecules diffuse too far from each other.
For example, in the case of water this happens on a picosecond
time scale. In order to be able to perform adaptive resolution
simulations using multiscale schemes such as AdResS, bundled
water models32,33 have been recently introduced where the
relative movement of water molecules that are mapped to the
same CG bead was restricted using harmonic springs.

Here, we report the details of adaptive resolution simulations
of aqueous and apolar solvents using the atomistic (AT)
GROMOS34 and CG MARTINI force fields. We simulate
liquid water and butane at ambient conditions, allowing the
solvent molecules to adaptively change their level of resolution
from AT to CG and vice versa. We observe within our error
bars no differences between the structural and dynamical
properties of our solvents in the adaptive resolution approach
compared to reference full-blown molecular dynamics simu-
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lations. Given that MARTINI force field parameters are
available for many solvents, the ability to interface with the
AdResS approach opens up a wide range of potential multiscale
applications.

2. METHODS
2.1. AdResS. To link AT and CG models we apply the

Adaptive Resolution Scheme (AdResS).8,26 In this scheme,
molecules can freely exchange resolution through a transition
regime containing hybrid molecules (see Figure 1). The total

force acting on a bundle� or molecule, in the case of butane
where a 1-to-1 molecule CG mapping is used� � is
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cg are the forces between bundles � and � ,
obtained from the explicit AT and CG potentials, respectively.
The smooth transition between different resolution regions is
ensured by a weighting function w that depends on the X
position of the bundle’s center of mass (COM). This function
is defined in such a way that w = 1 corresponds to the AT
region and w = 0 to the CG region, whereas the values 0 < w <
1 correspond to a hybrid (HY) region. An additional
thermodynamic (TD) force FTD is used to compensate for
the difference in the chemical potential at different levels of

resolution and to achieve a uniform density profile throughout
the simulation box.35,36

The AdResS method requires a thermostat that will couple
locally to the particle motion and supply or remove the latent
heat caused by the switch of resolution.8 In this study, we used
two local thermostats, that is, the Langevin and linear
momentum preserving dissipative particle dynamics
(DPD)37,38 thermostats.

2.2. Hybrid Bundled-SPC/MARTINI Water. We have
developed a multiscale water model with a 4-to-1 mapping,
where atomistic water, composed of a bundle of four SPC water
molecules,32 is coupled to the MARTINI CG water,4 as
illustrated in Figure 1. It is known that the lifetime of
tetrahedral clusters in water is well below 1 ps.8 Hence, water
molecules initially in a tetrahedral cluster will over time diffuse
away from one another. Consequently, multiple water
molecules can not be easily coupled to a single CG particle
as such coupling would require water molecules to be
redistributed into CG beads on the fly. Coupling can be
simplified with a constant mapping; that is, CG particles are
mapped to the same four water molecules during the total
simulation run. In this case, one has to keep the water
molecules within one CG particle from drifting apart. To this
end, springs are added between all oxygen atoms within a
bundle and modeled with an attractive semiharmonic potential
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where ks represents the force-constant, rij the distance between
oxygen atoms, and r0 the equilibrium distance between oxygen
atoms, which is set to 0.3 nm. We consider two different force-
constants which represent two different bundling models:32

model 1 with ks1 = 1000 kJ/(mol nm2) and model 2 with ks2 =
4000 kJ/(mol nm2). Because the springs between oxygen atoms
will to some extent change the properties of the system, we use
modified oxygen−oxygen Lennard-Jones (LJ) parameters that
have been developed32 to have the bundled models reproduce
the properties of SPC water. For the solvent in the low
resolution regime we employ the standard MARTINI water
model.4

Hybrid bundled-SPC/MARTINI water simulations were
performed using the ESPResSo++ software package.39 We
used the standard Velocity-Verlet integrator with a time step of
1 fs, dictated by the high frequencies of the AT interaction
potentials; as remarked elsewhere,40 performance can be
improved by simulating the CG region at larger timesteps
without loss of stability, given the softer nature of the CG
potentials. Water geometry was constrained with the
SETTLE41 algorithm. The nonbonded interactions were
calculated with LJ and Coulomb interactions within a cutoff

distance rc = 1.4 nm. For the electrostatic interactions beyond
the cutoff we used a reaction-field correction,42,43 with a
dielectric constant of 54.32 Atomistic LJ interactions were
capped for distances smaller than 0.2 nm. All simulations were
performed under NVT conditions in an orthorhombic
simulation box with periodic boundary conditions and
minimum image convention. We employed the Langevin
thermostat with a coupling constant of 1.0/ps and the DPD
thermostat with a coupling constant of 0.025 au/ps and a cutoff

radius equal to the cutoff radius of nonbonded interactions.
Temperature was coupled to either 300 or 323 K. The TD

Figure 1. Multiscale representation of water and butane systems, with
resolution changing from atomistic (AT, center) to coarse-grained
(CG, edges); the molecules change their representation on-the-fly as
they diffuse through the transition hybrid (HY) regions. Top:
illustration of different resolutions for an individual water cluster; in
the AT region the bundled water model32 is used, where four SPC
water oxygens are connected by semiharmonic springs; in the CG
region the four water molecules are grouped into a single particle with
MARTINI4 water model parameters. Middle: Depiction of a bundled
water AdResS system. Bottom: depiction of a butane AdResS system,
coupling a united-atom representation to a MARTINI one.
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force that acts on the COM of bundles in the HY region is
calculated in an iterative procedure in an inversely proportional
fashion to the density gradient along the direction of resolution
change as described in the literature.35,36 On average, 15
iterative steps were used for each TD force convergence. To
speed up the iteration procedure we ran simultaneously at each
step several simulations with different proportionality factors
and chose the best one for the next iteration.

The adaptive resolution simulation box (11.2 × 2.8 × 2.8
nm3) was set up as depicted in Figure 1. The AdResS method
allows the use of different geometric boundaries between
resolution regions. Here, we split the system along the x-axis, so
that a 4.2 nm-wide AT region is at the center of the simulation
box. Two HY regions, of a width of 1.4 nm each, flank the AT
region.

The initial system of bundled water molecules was prepared
by first equilibrating a system of 2796 SPC water molecules. A
series of short atomistic simulations was then run. At each step,
the distances between oxygen atoms were measured, and if they
were small enough� and the oxygen atoms were connected to
less than three other oxygen atoms� semiharmonic springs
were added between them (see eq 2). This process was
repeated until all the four-water bundles were formed. After
equilibration, trajectories of 10 ns were computed. Three
different sets of simulations were performed: fully atomistic,
fully coarse-grained, and AdResS multiscale simulations.

To illustrate the compatibility of the AdResS scheme with
different MD implementations, the same system was also
simulated using the GROMACS 4.6.4 software package
(modified for SPC stability; see the Supporting Information),
for which an implementation of the AdResS scheme is
available.44 In this case; only the second bundling model was
simulated, using a leapfrog integration scheme and temper-
ature-coupling to 323 K using a Langevin thermostat. Coupling,
time step, and force calculation parameters were as described
for the ESPResSo++ implementation above.

2.3. Hybrid Liquid Butane. We also performed AdResS
simulations of butane, under conditions where it is liquid,
coupling between the GROMOS 53a6 united-atom representa-
tion34 and the MARTINI CG one. This system is simpler than
that of hybrid water both because only LJ nonbonded
interactions are present and because there is a one-to-one
mapping of butane molecules to CG beads. These simulations
are relevant to demonstrate the ability of the AdResS scheme to
also couple hydrophobic solvents and, in this particular case, to
couple two subsystems at very different pressures.

Butane simulations were performed solely using the
GROMACS 4.6.3 software package. A leapfrog integrator
with Langevin friction and noise was used, with a time step of 3
fs and a coupling constant of 0.1/ps to a temperature of 323 K.
The GROMOS 53a6 united-atom model was used for the
atomistic representation of the molecules, and the MARTINI
model for their CG counterparts. Atomistic bonds were left
unconstrained. No charges were present in the system. LJ
interactions were evaluated in a twin-range scheme, with forces
between particles up to 0.8 nm apart being calculated every
step, and those between particles 0.8 to 1.4 nm apart being
calculated every 10 steps. The atomistic LJ potential is cutoff at
1.4 nm34 whereas the CG one is modified so that forces are
shifted to zero between 0.9 and 1.2 nm.4 This setup reproduces
the settings used for parametrization of the GROMOS 53a6
force field, but due to implementation limitations that do not
allow multiple neighbor-searching schemes, it differs slightly

from the parametrization settings for the MARTINI force field
(in which case, instead of a twin-range approach, forces up to
1.2 nm were calculated every step). Because, however, the
MARTINI parametrization time step is of at least 20 fs, the use
of a twin-range scheme with a time step of 3 fs should have
minimal impact on results. The TD force converged after 71
iterative steps of 3 ns each. The VOTCA software package,45

version 1.3, was used for automation of the process, but the
proportionality factor between the density gradient and the
applied force at each iteration was reduced manually along the
process so as to prevent overcorrection.

A cubic system of 10.0 × 10.0 × 10.0 nm3 was used, with
AdResS regions split along the x-axis. A 3 nm-wide AT region is
at the center of the box, flanked by two 1.5 nm-wide HY
regions. The remaining 4 nm correspond to a single contiguous
(due to periodicity) CG region. The starting conformation for
the AdResS simulations was obtained from a system with the
same volume and with 7396 atomistic butane molecules,
preequilibrated for 3.5 ns, at 323 K.

Fully AT and CG systems, with the same volume and
number of butane molecules were also simulated. Atomistic
time step and force-calculation parameters were as described
for the AdResS system whereas the CG system was simulated
with a 30 fs time step and a 1.2 nm single-range neighbor
searching scheme updated every 10 steps.

3. RESULTS AND DISCUSSION

3.1. Hybrid Bundled-SPC/MARTINI Water. To validate
the correct coupling of hybrid bundled-SPC/MARTINI water
model the structural and dynamic properties of the system were
assessed at two temperatures, T = 300 K and T = 323 K, and
using the Langevin and DPD thermostats (the results for the
DPD thermostat are included in the Supporting Information).
In Figure 2, we show the radial distribution function (RDF) of
oxygen atoms and COM of bundles for both bundling models
at T = 300 K. RDFs from atomistic simulations were compared
to those of the AdResS simulation, only taking into account
bundles within the AT region. Likewise, the RDF of water
beads, obtained from a coarse-grained simulation, was
compared to that of the bundle COMs in the CG region of
the AdResS simulation (Figure 2). The local structure in the
AT and CG AdResS domains is the same as in the respective
reference atomistic/coarse-grained simulations and is in
agreement with those reported in the literature.32 Simulations
at T = 323 K give identical results. The discrepancy between
the RDF peak widths of bundle COMs and CG beads (Figure
2B and 2C) reflects the known overstructured nature of
MARTINI water.32 This shows that the AT and CG models
need not have matching properties for a successful coupling
with AdResS.

The applied TD forces are shown in Figure 3 for both
models and temperatures. While the two models require TD
forces of different magnitude, the force profile shapes are
similar. See the Supporting Information for TD forces with the
DPD thermostat. The resulting homogeneous density across
different resolution regions is evident from the normalized
density profile (NDP) of bundle COMs along the x-axis (the
direction of resolution change). For both models and
temperatures the NDPs are shown in Figure 3. As a reference,
we also show the NDPs for the case where the thermodynamic
force is omitted from the AdResS force scheme. It can be seen
that the computed TD force correctly compensates for the large
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density fluctuations that occur when the TD force is not
included in the scheme.

Note that if the TD force is not computed accurately enough
density oscillations appear in the HY region. These oscillations
reflect the grain size of the MARTINI model as well as that of
the bundled water model itself (the period is almost 0.5 nm for
both systems corresponding to the period of the oscillations we
observed in the HY region � data not shown). Normally, these
oscillations do not occur if one plots density distributions along
a particular axis in one’s system, unless the system is somehow
confined. Adjacent to a hard wall, for instance, very pronounced
density oscillations would show up that slowly decay away from
the interface. In our case, we have two interfaces, the AT/HY
interface and the HY/CG interface. Both of these interfaces
induce order (although not as much as a hard wall would, of
course). In the simulations presented here, we have used a HY
region of 1.4 nm width, which approximately fits three layers of
bundled/MARTINI water and therefore reinforces the
structuring effect. A HY region of a width that is not a
multiple of the bundled/MARTINI water molecule size should
weaken the structuring effect.40 In any case, the application of
an appropriate TD force, as our results demonstrate, can
prevent any such water structuring.

Another potential problem due to artificial ordering is the
freezing of water. MARTINI water is known to freeze between
280 and 300 K.4 In particular, rapid freezing occurs when a
nucleation site is already present; the surface of the hybrid
region may act as one. In our simulations freezing never
occurred, even upon large structuring due to insufficient TD
correction. Freezing might also have been prevented by having
a fixed system volume, which could hinder the phase transition.
In any case, applications requiring lower temperatures could, at
least in principle, face the possibility of the CG subsystem
freezing. In these situations, and as proposed for the pure
MARTINI case,4 a small proportion of the water beads can be
assigned a bigger CG representation. These particles break the
lattice and lower the freezing temperature. Their inclusion in
the AdResS treatment should be considered as the addition of a
second solvent: independent TD forces must be obtained for
the two different water particle types, as detailed elsewhere.35

When atomistic water molecules approach a neutral fluid
surface (as happens upon entering the CG water region), the
hydrogen bond network formed among the atomistic molecules
can be strongly perturbed. As a result, the atomistic molecules
near the resolution interface could orient and behave differently
from the bulk. However, this spurious effect can be avoided by
using an appropriate HY domain between the AT and CG
domains. It has been shown that this perturbation extends
around 1 nm into the atomistic water layer.46,47 This distance is
smaller than the width of our HY region. Results depicted in
Figure 4 for both water models at 300 K show that indeed the
presence of the HY regime removes any such orientational bias
before the AT region is reached. The figure shows the average
orientations of three vectors, namely the dipole moment of a
water molecule, the vector perpendicular to the plane of the
molecule and the vector joining the two hydrogen atoms of the
molecule, as a function of the coordinate x spanning across the
two resolutions in the simulation box. We denote the angles
formed by these vectors and the normal vector pointing toward
our coarse-grained water liquid as � , � , and � , respectively.47

The average orientations of the vectors are quantified by the
average cosine values of these angles.

Figure 2. RDF of oxygen atoms (A), bundle COMs (B), and CG
beads (C) for bundled water models 1 and 2 (in black and dotted blue,
respectively) at 300 K. RDFs were obtained from the AT region for
the oxygen and bundle COMs (A and B), or from the CG region for
the CG beads (C). The RDFs from the reference AT and CG
simulations are overlaid as circles in the relevant plots (A and B, and
C, respectively), with very good agreement.

Figure 3. Normalized density profile of bundled water models 1 and 2
at T = 300 K and T = 323 K (black and blue lines indicate models 1
and 2, respectively; full and dotted lines indicate T = 300 K and T =
323 K, respectively). The top plot shows the case without TD force,
while the middle plot shows the case with TD force. Error bars are
approximately 1%. The bottom plot shows the applied TD force for
each model and temperature. Vertical lines show the boundaries of the
AT, HY, and CG regions.
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As the bundles approach the CG domain from the AT side
the electrostatic interactions are gradually turned off. This
should have an effect on the bundle’s dipole moment
distribution in the HY region as indeed is evident from our
results, displayed in Figure 5. The distribution is, as expected,
shifted toward lower dipole moments compared to the
distribution in the AT region.

We have also computed the static dielectric constant � from
fluctuations of the total dipole moment as48
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where M is the total dipole moment of the system, V is the total
volume of the system, kB is the Boltzmann constant, and T is

the absolute temperature. The results are shown in Table 1.
Note that the values for both bundled-SPC water models are in

better agreement with the experimental ones than the original
SPC water model, which gives under the same conditions at T
= 300 K the dielectric constant of 40.2 ± 0.5.

The diffusion coefficients D from the mean square
displacement of bundle COMs were also computed from the
AdResS simulation (Table 1). Both models give similar
diffusion constants that are, as reported earlier,32 lower than
that of SPC water (4.5 × 10−9m2 s−1 at 301 K51). Diffusion is
expected to be slower due to the larger hydrodynamic radius of
the bundles versus single SPC molecules. A better comparison
can be made with the COM of four independently diffusing
SPC water molecules:32 this corresponds to a bundling with
zero bundling potential, which diffuses 4-fold slower than
SPC32� much closer to the diffusion of the bundled models. In
the bundled water systems the diffusion constants of the coarse-
grained and all-atom subsystems were similar (Table 1). In
other situations� see the case of butane below� diffusion may
differ to some extent across subsystems. A position-dependent
local thermostat can then be used to match the dynamics of
both models.8,52 If the thermostat coupling constants are small
in comparison to intrinsic friction, as was the case for the
bundled water AdResS simulations, diffusion will not be
affected by application of the thermostat.

In Figure 6 we show the time evolution of a diffusion profile
of bundled water COMs to demonstrate that the bundles can
freely move across adaptive resolution regions. The bundles are
initially in a slab within the AT, CG, or HY region but diffuse in
time throughout the whole simulation box. Particles from the
HY region spread out equally to the AT and CG region, which
is in accordance with our previous finding of similar diffusion
coefficients in both regions.

3.1.1. Simulations Using GROMACS. When using the
GROMACS implementation,44 simulations of hybrid water
became unstable due to occasional atom overlaps. The cause of
this behavior was traced to the implementation of an aspect of
the AdResS scheme: forces felt in the HY region must be
limited at low interparticle distances; this prevents singularities
from occurring when atoms overlap as COMs diffuse from the
CG to the HY region26 (see the Supporting Information for
further details). In GROMACS, this is implemented as a
capping at a constant force value. However, in the particular
case of SPC, this approach offsets the attractive/repulsive
balance between water oxygens and hydrogens (note that SPC
hydrogens lack a LJ repulsion term). This results in unphysical
and unstable molecular overlaps. The problem was solved by
replacing this capping scheme by a distance-based force

Figure 4. Average cosine value of the angle formed by the dipole
vector (� , top panel), the vector joining the two hydrogen atoms of a
molecule (� , middle panel) and the vector normal to the plane of a
molecule (� , bottom panel) with the interface normal vector pointing
toward the CG region as a function of the x-coordinate in the
simulation box.47 Results for both water models simulated at 300 K
compared to reference all-atom simulations of the same two models
(model 1 in black and model 2 in blue; AdResS simulations as full lines
and reference all-atom ones as dotted ones). The results demonstrate
that after crossing the HY region the water molecules have a random
orientation in the AT domain. The HY domain thus neutralizes the
orientational effect of the CG domain so that the water in the AT
region has the same structural properties as the all-atom bulk water.

Figure 5. Distribution of bundle’s dipole moment in the AT (black)
and HY (dotted blue) regions for model 1 at T = 300 K. The
distribution in the AT region closely matches the corresponding one
from the reference all-atom simulation (black circles).

Table 1. Di� usion Coe� cients and Dielectric Constants for
Models 1 and 2 at Temperatures T = 300 K and T = 323 Ka

model T [K] D (AT) [10−9 m2 s−1] D (CG) [10−9 m2 s−1] � (AT)

1 300 1.8 1.8 76.7
2 300 1.8 1.8 77.3
1 323 2.1 2.0 65.3
2 323 1.9 2.0 68.5

aResults include the finite-size correction:49,50 0.07 × 10−9 m2 s−1 for
model 1, and 0.06 × 10−9 m2 s−1 for model 2; the viscosities used for
the evaluation of finite size correction are from ref 32. Error bars are
approximately 5% and 1% for diffusion coefficients and dielectric
constants, respectively.
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truncation approach similar to the ESPResSo++ implementa-
tion. Since the results overlap with those of the ESPResSo++
package they are presented in the Supporting Information,
together with a description in greater detail of the modified
force capping scheme.

3.2. Hybrid Liquid Butane. The butane system was also
successfully simulated with the AdResS multiscale coupling. As
with the bundled water simulations, free AdResS simulations of
the butane system resulted in a density imbalance along the x
coordinate of the box. The same iterative procedure as
described above was performed to arrive at a TD force that
compensates for this effect, as seen in Figure 7. It should be
noted that at this volume and temperature the pure AT and CG
systems have very different pressures (2778.5 ± 0.5 and 200.79
± 0.02 bar, respectively), which still could be balanced by the
TD force approach. In addition, the structural properties of

either the AT or the CG regions were very well preserved
compared to reference atomistic and coarse-grained simulations
(Figure 8). In contrast with water models, butane simulations

could be performed with the unmodified force-capping method
of GROMACS 4.6.4; no atom overlaps were observed in this
case, due to repulsive LJ terms in all atomistic nonbonded
interactions.

The use of the AdResS scheme did not present any diffusion
barrier to the butane molecules. It can be seen in Figure 9 that

molecules diffuse freely from the HY region into either CG or
AT region, albeit slightly faster to the former. This is one of the
expected consequences of coupling an atomistic system to a
coarse-grain one, where overall softer potentials lead to lower
friction and increased diffusion speeds.

Finally, we looked at the influence of the coupling scheme on
the isotropic orientation of the butane molecules and their
internal structure, as reflected by their asphericity and radius of
gyration, respectively. Asphericity (� ) is defined as else-
where:53
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where T is the inertia tensor of the collection of particles, and � i
the eigenvalues of T� or the squares of the three principal radii
of gyration of the particle cloud. Equation 4 was applied
simultaneously to the atoms of all the molecules whose COM
fell within a 0.2 nm bin and after centering all the binned
COMs (it is easy to see that an anisotropic orientation will
produce, after centering, a spherical particle cloud).

Figure 6. Diffusion of centers of mass of bundled waters for model 1 at
300 (top) and 323 K (bottom). Left: Normalized density distributions
of particles at time t = 0 ps (black) in a slab with width 0.7 nm in the
CG or AT region and at times t = 50 ps (red) and t = 100 ps (green).
Right: The same time evolution for particles initially in the HY region.

Figure 7. Top: normalized density profile of butane COMs in an
AdResS simulation as a function of the x-distance to the center of the
box. A density imbalance is visible in a free AdResS simulation (black),
which is successfully compensated for when an appropriate TD force is
used (red). Bottom: the used TD force. Vertical lines show the
boundaries of each resolution region.

Figure 8. RDF of the COMs of the butane molecules in the AdResS
system, from either the AT slab (black) or the CG one (dotted red).
RDFs from reference AT and CG systems are overlaid in circles, with
very good agreement.

Figure 9. Diffusion of butane centers of mass in an AdResS simulation,
starting from either 0.7 nm slabs next to the HY region (left) or in the
entire HY region itself (right). Normalized density distributions at
times 0, 30, and 90 ps are shown in black, red, and green, respectively.
Vertical lines show the boundaries of each resolution region.

Journal of Chemical Theory and Computation Article

dx.doi.org/10.1021/ct5001523 | J. Chem. Theory Comput. 2014, 10, 2591−25982596



Both the asphericity and average radius of gyration show a
very slight departure from isotropic behavior in the hybrid
region (Figure 10). Similarly to what is observed with the

bundled water (Figure 4) these imbalances� which are smaller
than 1% in magnitude� are resolved by the point the system
reaches the atomistic region and will therefore not affect its
dynamics.

4. CONCLUSIONS
In this work, we have applied the AdResS scheme to the
multiscale coupling of both aqueous and apolar solvents. The
difficulties that arise from coupling to a coarse-grain model with
a multimolecule mapping� the case of the MARTINI water�
could be successfully circumvented by using bundled water
models. We have used different methods for thermostatizing
the system preserving solvent structure and dynamic properties.
Finally, consistent results were obtained across AdResS
implementations in different molecular dynamics software
packages, highlighting the broad applicability of this multi-
scaling approach. An example application of a successful
adaptive resolution simulation of a solvated atomistic protein in
MARTINI water has been recently published.40
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